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Goal of Ranking Regression

Learn a predictive ranking rule s : X — &,, which given a random
vector X (e.g characteristics of an user), predicts the order/permutation
Y on the n items (e.g its true preferences).
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Optimal predictors s* minimizing (1) are the rules that maps any point X
to any Kemeny median of Px (minimizing (2)):

s* =argminR(s) < s(X)=o0p,
seES
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Our Approach

Generate partitions tailored to the training data and yielding a ranking
rule with nearly minimum predictive error. Two methods are
investigated: K-Nearest Neighbor and Decision-tree.
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